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Abstract 

Recent research has shown that the Com-
pound Stress Rule cannot adequately 
handle the variable stress behaviour of 
noun-noun constructs in English (e.g. 
Plag, 2006, Plag et al., 2006a, 2006b). In 
this paper we present an analysis of com-
pound stress assignment in exemplar-
bases models, using data from two cor-
pora, CELEX (Baayen et al., 1995) and 
the Boston University Radio Speech 
Corpus (Ostendorf et al., 1996). The data 
were coded according to a number of se-
mantic and structural criteria taken from 
the literature on compound stress. Two 
different algorithms are tested, TiMBL 
5.1 (Daelemans et al., 2004) and 
AM::Parallel (Skousen et al., 2004), and 
it turns out that both analogical algo-
rithms are superior to previous, categori-
cal approaches. 
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1 Introduction 

The Compound Stress Rule (Chomsky & Halle, 
1968) is one of the most wellknown stress rules 
in English. It states that in English noun-noun 
compounds, the left-hand constituent is more 
prominent than the right-hand constituent. How-
ever, it is also wellknown that not all English 
noun-noun compounds abide to the Compound 
Stress Rule. Examples of both left-stressed and 
right-stressed noun-noun compounds are pro-

vided in (1). The most prominent syllable is 
marked by an acute accent. 
 
(1) ópera glasses steel brídge 
  wátch-maker morning páper 
  clássroom silk tíe 
  Òxford Street Madison Àvenue 
 
Rightward stress is far from exceptional, and the 
nature of the observable variability is still rather 
unclear. Recent investigations (e.g. Plag, 2006, 
Plag et al., 2006a, 2006b) have shown, however, 
that categorical approaches (such as the Com-
pound Stress Rule) are unsuccessful in making 
correct predictions about compound stress as-
signment. This paper will present an analysis of 
the variation in compound stress assignment in 
exemplar-based models. We will use two current 
exemplar-based algorithms, TiMBL (Daelemans 
et al., 2004) and AM (Skousen et al., 2004), to 
investigate whether an exemplar-based approach 
to compound stress is empirically more adequate 
than a categorical or probabilistic model. As data 
we will use the data from the two Plag et al. 
(2006a, 2006b) studies. These data comprise all 
noun-noun compounds extracted from the Boston 
University Radio Speech Corpus (BURSC, Os-
tendorf et al., 1996) and all compounds extracted 
from the CELEX lexical database (Baayen et al., 
1995). 

The paper is structured as follows. In section 2 
we will set the stage, introducing our theoretical 
assumptions (section 2.1), the BURSC and 
CELEX data and coding (section 2.2), and the 
methodological principles that guided our 
TiMBL and AM experiments (section 2.3). Sec-
tions 3 and 4 will then report our findings. The 
paper ends with a conclusion and outlook onto 
future research. 
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2 Setting the Stage 

2.1 English compound stress 

Whereas it is still general common ground that 
the Compound Stress Rule is the major predictor 
of compound stress, there are three types of ap-
proaches to deal with the observable variation in 
compound stress assignment, which we may la-
bel syntactic, semantic, and analogical. Right 
stress has been claimed to be an effect of the syn-
tactic, i.e. phrasal nature of a construction, 
whereas left stress is associated with lexical, i.e. 
morphological, items. A recent proponent of this 
structure-based approach is Giegerich (2004), 
who claims that argument-head compounds such 
as bookseller are morphological entities and thus 
generally left-stressed, while modifier-head 
compounds are generally stressed on the right. 
Apparent exceptions, such as left-stressed opéra 
glasses are the result of the lexicalization of an 
originally phrasal structure. 

Other people (e.g. Sampson, 1980, Fudge, 
1984, Ladd, 1984, Liberman and Sproat, 1992, 
Olsen, 2000, 2001, Spencer, 2003) have claimed 
that right stress is triggered by specific semantic 
relations between left and right constituents 
(such as, for example, material or locative rela-
tions as in steel brídge or Boston hárbor). Fi-
nally, exceptional right stress has been explained 
as the effect of analogy (e.g. Schmerling, 1971, 
Liberman and Sproat, 1992), with compounds 
having the same right or left constituent sharing 
the same stress pattern. Standard examples of the 
latter phenomenon are street names, which are 
stressed on the left if the right constituent is 
street, but right-stressed if the right constituent is 
avenue or lane (as in Óxford Street vs. Oxford 
Ávenue, Oxford Láne). 

These different approaches have recently been 
tested against large amounts of empirical data by 
Plag et al. (2006a, 2006b), who investigated the 
phonetic properties and the determinants of com-
pound stress assignment in several thousands of 
compounds in two corpora, CELEX and 
BURSC. The CELEX database (Baayen et al., 
1995) contains mostly dictionary, i.e. lexicalised, 
data, while the Boston Radio Speech Corpus 
(BURSC, Ostendorf et al., 1996), contains audio 
recordings of radio news texts. In their studies 
Plag et al. found a number of new interesting 
insights about the nature of compound stress, the 
most relevant of which are: 

• Neither the Compound Stress Rule nor 
any of the syntactic or semantic or ana-

logical factors proposed in the literature 
can adequately explain compound stress in 
a categorical fashion. 

• Statistical analysis reveals a relatively 
large amount of unexplained variation. 
Variation is found among compound types 
as well as among tokens of the same type. 

• In spite of the fact that compounds from 
CELEX and BURSC exhibit striking dif-
ferences with respect to their status of 
lexicalisation, the two corpora yield strik-
ingly similar, almost parallel findings.  

For the present study in exemplar-based model-
ing we used the data from the Plag et al. studies, 
as well as their coding of the data, to which we 
now turn. 
 

2.2 The coding 

In order to test the effects of argument structure, 
semantics and analogy, Plag et al. first extracted 
all NN structures from BURSC and CELEX.1 In 
what follows we will use the term 'compounds' as 
a convenient label to refer to these structures. We 
thus remain deliberately agnostic with respect to 
the question of whether or not some of these 
structures should be attributed a phrasal status. It 
should be emphasised, however, that all our 
compounds are of a kind to which is attributed 
word status, not phrasal status, in the general de-
scriptive literature. The total number of NN con-
structions extracted from BURSC is 4410 tokens, 
which are distributed among 2476 different 
types. The total number of NN compounds ex-
tracted from CELEX is 4491 (types).  

In the present study we used only types, not 
tokens. Furthermore, we used subsets of the two 
corpora which comprise those compounds that 
have a constituent family, i.e. for which there are 
other compounds that share the same right or left 
constituent. The rationale behind this choice was 
that we wanted to make sure that all sources of 
information were available for all compounds. 

                                                 
1 While this is straightforward for the lexical database 
CELEX, all texts from the BURSC had to be manually an-
notated for all sequences consisting of two (and only two) 
adjacent nouns, one of which, or which together, functioned 
as the head of a noun phrase. From this set proper names 
such as Barney Frank and those with an appositive modi-
fier, such as Governor Dukakis were eliminated. The exclu-
sion of these two types of structures was based on two con-
siderations. First, we would expect these to show consistent 
rightward stress, second we know of no claims that these 
structures would be regarded by anyone as compounds. 
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For reasons of consistency, we used the same 
subsets in all experiments. For BURSC the total 
number of compounds in our subset is 722. The 
corresponding number for CELEX is 2643. All 
compounds were coded in terms of  

• the orthographic representation of their 
left and right constituents 

• the structural and semantic features held 
to be responsible for stress assignment in 
the literature 

• the stress category (left or right) 

For each compound the structural and semantic 
features were coded independently by two raters. 
The coding categories are given in (2) – (4). We 
broadly distinguish between three types of fea-
tures: argument structure, semantic categories, 
and semantic relations. In what follows we will 
use the terms 'argument structure', 'semantic 
categories', and 'semantic relations' as convenient 
labels to refer to these sets of features. 
 
(2) Argument Structure Example 
 argument-head computer maker 
 modifier-head truck accident 

 morphology of head: -er computer maker 
 morphology of head: -ing arts funding 

 morphology of head: -ion habitat acquisition 
 morphology of head:  

conversion 
 
budget cut 

 
(3) Semantic property of constituent or compound 
N1 refers to a period or point in time 
 example: day care 
N2 is a geographical term 
 example: bay area 
N2 is a type of thoroughfare 
 example: state road 
The compound is a proper noun 
 example: Harvard University 
N1 is a proper noun 
 example: Mapplethorpe controversy 
 
(4) Semantic relation between the constituents of 

the compound 
Relation Example 
N2 CAUSES N1 retirement age 
N1 CAUSES N2 drug war 
N2 HAS N1 school district 
N1 HAS N2 state inspector 
N2 MAKES N1 computer company 
N1 MAKES N2 university research 

N2 IS MADE OF N1 paper drum 
N2 USES N1 biotech industry 
N1 USES N2 police effort 
N1 IS N2 jail facility 
N1 IS LIKE N2 crime wave 
N2 FOR N1 consumer advocate 
N2 ABOUT N1 health law 
N2 LOCATED at/.. N1 neighborhood school 
N1 LOCATED at/.. N2 school district 
N2 DURING N1 lifetime 
N2 NAMED AFTER N1 Mapplethorpe show 

 
Due to the well-known fact that many com-
pounds are ambiguous and can be interpreted as 
belonging to more than one of the above seman-
tic categories, each of the semantic categories 
had to be coded individually for each compound 
as a binary category (with ‘yes’ and ‘no’ as val-
ues). In addition to the categories in (2) – (4), the 
data were coded according to left and right con-
stituents. These were given in their orthographic 
form. A sample of a coded item is given in (5). 

 
(5) The coding of clinic worker (BURSC) 

left clinic constituents 
right worker 
argument? no argument 

structure morphology of right 
constituent? 

-er 

semantic 
categories 

... no 

N2 FOR N1 yes 
N2 LOCATED at N1 yes 

semantic 
relations 

... no 
stress stress left 

 
At this point a note is in order with regard to the 
coding of the target category, stress. For CELEX 
we relied on the classification of stress informa-
tion as given in the corpus. For BURSC, the 
classification into left and right stress was based 
on the items’ acoustic cues, using the algorithm 
proposed in Kunter & Plag (2007). The basis of 
this classification comprises both measurement 
and perception data on the acoustic correlates of 
stress: pitch (f0), intensity, duration, and jitter (as 
a correlate of creaky voice) in the right constitu-
ent. Kunter & Plag (2007) and Plag et al. (2006a) 
have shown that this model is highly reliable in 
predicting listeners' perceptions of prominence 
relationships in compounds from the BURSC 
corpus.  

Nevertheless, it is important to note that our 
classification of stress in BURSC and CELEX is 
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subject to two sources of error: First, the classifi-
cation ignores the within-speaker, across-speaker 
and within-type (i.e. token) variability that actu-
ally exists in compound stress assignment 
(Kunter, 2007). In CELEX stress is treated as an 
invariant property of the compound lemmata, so 
that we have no information about how robustly 
left- or right-stressed a particular item is. In 
BURSC, we classified a given type as left- or 
right-stressed if the majority of tokens of that 
type had left or right stress. Second, the auto-
matic classification of stresses according to 
acoustic cues inevitably generates some error. In 
spite of these problems, however, it turns out that 
the analysis of the compound data from the two 
corpora produces very robust findings with re-
spect to the determinants of compound stress. 
Thus, despite all differences between the two 
corpora, the study based on BURSC (Plag et al., 
2006a) and the study based on CELEX (Plag et 
al., 2006b) produced strikingly similar results. 
The same holds for the experiments in the pre-
sent paper. We thus have good reason to believe 
that the only influence that classification errors 
may have on our study lies in slightly lower rates 
of predictive accuracy than we may expect with-
out these additional sources of error.  

 

2.3 The models -- TiMBL and AM 

In sections 3 and 4 we will present the results of 
a series of tests in which we examine in how far 
two computational implementations of exemplar-
based models, TiMBL (version 5.1, Daelemans 
et al., 2004) and AM::Parallel (Skousen et al., 
2004), are able to predict the actual distribution 
of left and right stresses in BURSC and CELEX. 
Both algorithms classify new items on-line by 
comparing a new test item with similar items that 
are stored in memory.  

TiMBL is a k-Nearest Neighbour (k-NN) sys-
tem that encompasses several different imple-
mentations of memory-based learning techniques 
(cf. Daelemans et al., 2004 for details). The clas-
sification of a new item is extrapolated from 
similar exemplars that are explicitely stored in 
memory (the item's nearest neighbours), via a 
majority vote (which may optionally be weighted 
according to the distance between a given 
neighbour and the test item). Nearest neighbours 
are selected from a distance space k. The ex-
perimenter can manipulate k, so that she has 
some control over how narrow this space should 
be for a given experiment. Also for the computa-
tion of similarity, the experimenter can choose 

from a variety of different similarity measures, 
which conceptually fall into two different 
classes. In one class of measures, similarity is 
computed in terms of the simple number of 
matching values for all features given in the new 
input (overlap metric). Alternatively, the degree 
to which matches between input features and 
features of stored exemplars are relevant for the 
computation of similarity is influenced by feature 
weights (Information-gain feature weighting and 
others), or by weights which are able to distin-
guish between different values for a single fea-
ture (MVDM, Jeffrey divergence metric). Again, 
there are different ways in which feature weights 
may be computed. Crucially, however, the fea-
tures weights are computed on the basis of the 
whole dataset that the system is given as training 
data. As a consequence, if feature weights are 
used in an experiment, they will be the same for 
every new input that is to be classified. Thus, for 
example, if the algorithm has found that in the 
training set the right constituent is more informa-
tive than the syntactic relation, it will assign to 
the right constituent of every exemplar in mem-
ory a higher weight value than to the syntactic 
relation. For every new input, similarity will thus 
be computed using the same feature weights.  

AM treats feature weights differently. In AM, 
the relevance of features for the classification of 
a givent item is answered for every single new 
input on an individual basis (cf. Skousen, 1989, 
2002a, b for details). The set of exemplars that is 
relevant for classification of a given input is 
termed the exemplar's analogical set. For every 
input, the algorithm checks all conceivable com-
binations of features (termed contexts) and de-
termines in how far the set of exemplars in mem-
ory that match that combination behave in a ho-
mogeneous way with respect to the target cate-
gory (i.e., in our case, stress assignment). Only 
homogeneous contexts will then be taken into 
account for the analogical set (cf. Skousen, 1989, 
2002a, 2002b for details). In this process, also 
contexts which are more general and, hence, less 
similar to the context of the test item may be 
taken into account. Apart from the huge process-
ing demands that this kind of procedure entails, 
an interesting difference between TiMBL and 
AM therefore lies in the degree to which differ-
ent features may play a different role for differ-
ent inputs. Here AM seems to be more flexible. 

In all experiments in the present study, we 
tested the corpus on itself. That means that every 
item in the corpus was classified on the basis of 
all other items present in the same corpus. Both 
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TiMBL and AM provide parameter settings that 
can be used to implement this kind of experimen-
tal setup. In TiMBL the relevant procedure is the 
leave-one-out procedure. In AM, we used the 
same data set for both training and testing and set 
the parameters in such a way as to ensure that 
those items in the training set that are identical to 
those in the training set are excluded during clas-
sification.  

In our experiments we focus on three impor-
tant aspects: 

• symbolic, rule-based models vs. TiMBL, 
AM: Which models are empirically more 
adequate, measured in terms of predictive 
accuracy? 

• abstract vs. non-abstract features in 
TiMBL, AM: How abstract do the features 
have to be for a successful computation of 
compound stress? 

• nearest neighbours vs. analogical set: Do 
the differences between TiMBL and AM 
in which exemplars they consider for clas-
sification result in different predictive ac-
curacies? 

The first aspect concerns the question of whether 
TiMBL and AM are empirically more accurate 
than categorical, rule-based models. To this end, 
we will compare the two models' predictive ac-
curacies with the predictive accuracies that the 
pertinent rule-based models reach for the data in 
BURSC and CELEX. 

The second aspect concerns the question of 
which features are relevant for the representation 
of generalisations about compound stress. The 
coding of data in Plag et al. (2006a, 2006b) gives 
us the opportunity to compare three different 
claims about the nature of linguistic representa-
tion, along which recent theories are divided. On 
the one hand traditional accounts have claimed 
that stress is computed on the basis of quite ab-
stract information about the semantic, syntactic, 
morphological, or semantosyntactic status of a 
compound. We will use the term 'abstract fea-
tures' from now on as a descriptive label to refer 
to the pertinent features. On the other hand, how-
ever, recent studies have shown that the level of 
representation which is relevant for the computa-
tion of stress may not be all that abstract. This 
position is found, for example, in occasional re-
marks in the literature about analogical effects 
that occur with compounds with specific left or 
right constituents or, more radically, in exem-
plar-based theories, where analogical effects with 

previously encountered, 'non-abstract' representa-
tions of stored exemplars is held to be the rule, 
rather than the exception. Whereas work on other 
aspects of derivational morphology and com-
pounding has produced growing numbers of evi-
dence for this position (e.g. Gagné, 2001, Krott 
et al., 2002, Chapman & Skousen, 2005), this 
view has never been tested for English com-
pound stress. The BURSC and CELEX data, 
which have been coded both in terms of the per-
tinent abstract as well as in terms of the 'non-
abstract' lexical representation of the left and the 
right constituent, provide an ideal testing ground 
to look at abstractness of representation.  

We will do this with the help of three different 
experimental series. In series 1 we test the simple 
and, admittedly, overly simplistic hypothesis that 
it is either argument structure, semantic catego-
ries, or semantic relations that can predict com-
pound stress. The computational model is thus 
provided with only one set of the pertinent fea-
tures. In the second experimental series we test in 
how TiMBL and AM are successful in predicting 
stress if fed with the most informative combina-
tion of abstract features conceivable. Finally, in 
series 3 we feed TiMBL and AM only with the 
'non-abstract' features, the left and right constitu-
ents of each compound. 

 

3 Modelling Compound Stress in 
BURSC 

3.1 The data, or: the demise of the rule-
based approach 

Table 1 provides an overview of the actual 
distribution of stresses in the corpus (N = 722). 
 

left stress right stress 
358 364

49.58% 50.42%

Table 1. Distribution of stresses in BURSC. 
 
The distribution in table 1 shows that the predic-
tion of left stress as expected by the Compound 
Stress Rule does not correspond to the data. We 
will see in the analyses below that there is a huge 
amount of variation in the data, no matter accord-
ing to which of the predictor categories we sub-
divide the data. As a consequence of that varia-
tion, not only the Compound Stress Rule, but 
also other traditional rule-based approaches to 
compound stress fail to account for the data. This 
has been shown in detail in Plag et al.'s BURSC 
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study (2006a), whose main findings we will 
briefly summarise below. 

Plag et al. test the predictive accuracy of ap-
proaches using argument structure (as proposed 
in Giegerich, 2004), semantic categories, and 
semantic relations (as proposed, e.g., in Fudge, 
1984: 144ff., Liberman & Sproat, 1992, Zwicky, 
1986), as predictors of compound stress. The 
central finding that emerged is that none of these 
three sets of predictors can adequately account 
for the variation that we find in the BURSC data. 
This is true for each set in isolation (argument 
structure, semantic categories, semantic rela-
tions) as well as for a combination of features 
from the three sets. This generalisation is inde-
pendent of whether the features are conceptual-
ised as predictors in a categorical rule model or 
in a logistic regression model. For reasons of 
space, we will limit the present discussion to 
rule-based approaches. 

Table 2 provides an overall summary of the 
predictive accuracies for rule-based models that 
are reported in Plag et al. (2006a). We distin-
guish here between overall predictive accuracies 
and predictive accuracies for right and left 
stresses. 

It is important to note that the two approaches 
cannot be compared directly because, due to 
methodological constraints, the figures could not 
be computed from exactly the same set of the 
data (for the argument structure approach: N = 
4091, for the semantic approach: N = 2027). 
However, in terms of the general distribution of 
all relevant predictor categories, the two subsets 
behave almost identically. The same is true for 
the subset of 722 items used in the present study. 

Neither of the two approaches reaches an 
overall predictive accuracy that is significantly 
beyond a prediction by chance. If we look at pre-
dictive accuracies for left and right stresses in 
isolation, we see that both approaches are good at 
predicting right stress, but very poor in their pre-
dictions of left stress. This does not come as a 
surprise, given that both approaches have come 
into existence as an attempt to explain why there 
are so many exceptions to the Compound Stress 
Rule, i.e. why there are so many right-stressed 

compounds in English. What the table shows, 
however, is that they go too far in their predic-
tions, grossly overpredicting right stress. Note 
that this also means that neither the syntactic nor 
the semantic approach can be saved if we com-
bine them with the Compound Stress Rule. They 
would still predict right stress for the majority of 
items while their left-stress predictions converge 
with the predictions made by the Comound 
Stress Rule.  

The question of the empirical accuracy of rule-
based models is, however, made more complex 
than the findings in table 2 may suggest. Thus, 
Giegerich (2004) has noted that for modifier-
head compounds left stress may arise as a conse-
quence of lexicalisation. Following this line of 
reasoning, one could argue that overprediction of 
right stress as seen in table 2 only appears be-
cause lexicalisation has not been taken into ac-
count. Two remarks are in order here. Plag et al. 
(2006a) tested the lexicalisation hypothesis, us-
ing token frequencies and orthography as two 
different indicators of lexicalisation. The analy-
ses of both indicators converged on showing that 
indeed there is a lexicalisation effect. However, 
the size of the effect is very small, and, more 

crucially, the effect is not restricted to the catego-
ries that are predicted to be right-stressed in 
Giegerich's (2004) account. The problem of lexi-
calisation is also highly interesting from an ex-
emplar-based perspective. Given that under such 
an approach all items are ‚stored’, both the 
woulde-be regular left-stressed items and the 
would-be irregularly right-stressed items would 
be available in memory and could thus serve as 
exemplars for analogical processes. Hence, we 
would expect lexicalization effects in both direc-
tions, and not only in the direction of left stress, 
as Giegerich would have it. 

Yet another obvious question that emerges 
from table 2 is whether predictive accuracies of 
the approaches based on argument structure and 
semantics could be improved if they joined 
forces. As is clear from the table, we cannot ex-
pect much improvement under a rule-based para-
digm. Both approaches underpredict left stress, 
and most of those compounds for which we do 

 predictive accuracies 
a rule system based on... overall for left stress for right stress 
argument structure: 53.8% 18.0% 85.3%
semantic relations and categories: 54.5% 30.3% 76.8%

Table 2. Predictive accuracies of categorical rules for BURSC (from Plag et al. 2006a). 
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predict left stress based on argument structure are 
already included in the set of those compounds 
for which we predict left stress based on seman-
tics.  
 

3.2 The TiMBL and AM experiments  
- parameter settings 

In TiMBL, highest classification accuracies were 
reached if similarity was computed using a 
simple overlap metric for the left and right 
member and the Jeffrey Divergence metric for all 
other features. Using a distance-weighted 
similarity metric for left and right members 
proved disadvantagous for the classification task, 
presumably because these features are 
represented in our corpora only as one single 
orthographic form. Potentially informative 
phonological characteristics like the number of 
syllables, syllable structure, rhythmic patterns 
were not represented. The system was thus not 
given suitable information that would allow it to 
establish similarities between different values for 
left and right constituents.  

In experiments in which the algorithm was 
presented with a large number of features, classi-
fication was most successful if the distance space 
over which nearest neighbours were defined was 
set to k = 5. In experiments in which fewer fea-
tures were used, k was adjusted so as to make 
sure that the nearest neighbour set never included 
the whole training corpus. The voting procedure 
that produced best results was Inverse Distance 
voting. Thus, neighbours that were closer in 
similarity to a given test item had a greater say in 
classification than more distant exemplars. 

In our AM experiments we had the algorithm 
compute analogical sets using pointers, not oc-
currences (cf. Parkinson, 2002 for a general out-

line of the options provided by AM). All items 
were included in the classification process. Fur-
thermore, it is problematic in AM to use only 
few and abstract features to test the corpus on 
itself. The reason is that no leave-one-out proce-
dure is implemented. The experimenter is only 
given the option to exclude a data item from con-
sideration during classification if its context (i.e. 
the features) is identical to the test item. How-
ever, in a data set in which we give the system 
only very few features, we expect the context of 
our test items to be represented in the dataset. 
This will give us the opportunity to test, for ex-
ample, whether all argument-head compounds 
ending in –er are successful if used as predictors 
in the model. Therefore, we allowed AM to in-
clude every context in the evaluation, even if this 
context is given in the dataset. However, we ex-
pect predictive accuracies to be higher in this 
case, and, thus, the result not to be directly com-
parable to results in the other series or to the pre-
dictive accuracy reached by TiMBL. 
 

3.3 Series 1 – only one set of abstract fea-
tures as predictor 

Table 3 provides an overview of classification 
accuracies for the first series of experiments. 
We see that, in spite of the differences between 
the parameter settings, TiMBL and AM produce 
very similar classification results on the three 
codings. Like the rule-based accounts described 
in section 3.1, also exemplar-based models, if 
trained on argument structure and semantic cate-
gories, produce accuracies of classification 
hardly above chance level. Unlike rule-based 
accounts, however, TiMBL and AM are much 
better at predicting left stress than they are at 
predicting right stress.  

information source accuracy 
 overall for left stress for right stress 
TiMBL (with k adjusted so that the k-NN set can never be the whole dataset): 
argument structure 52.35% 88.27% 13.19%
semantic categories 52.22% 92.46% 12.64%
semantic relations 56.37% 56.42% 56.32%
AM (every test item is also a member of the data set): 
argument structure 52.49% 93.3% 12.36%
semantic categories 52.77% 92.74% 13.46%
semantic relations 65.37% 65.36% 65.39%

Table 3. Classification accuracies for BURSC, series 1. 
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Finally, it is interesting to note that semantic 
relations feature differently from the other sets of 
abstract features. In both TiMBL and AM simu-
lations they are the best information source. The 
difference between predictive accuracy of argu-
ment structure and semantic categories on the 
one hand and semantic relations on the other 
hand is statistically significant for AM (argument 
structure vs. semantic relations: Yate's 
χ2 = 24.219, p = 0.0000; semantic categories vs. 
semantic relations: Yate's χ2 = 23.201, 
p = 0.0000), but not for TiMBL. 
 

3.4 Series 2 – fine-tuning the pool of ab-
stract features 

In this series we test whether we can reach better 
predictive accuracies if we select among the ab-
stract features those that are most informative to 
the classification task and ignore the less infor-
mative ones. In order to determine which fea-
tures are most informative, we pursue two differ-
ent strategies. In their analysis of the BURSC 
data, Plag et al. (2006a) have found that only 
some of the abstract features produced statisti-
cally significant effects, whereas others did not. 
Thus, we selected these features for our experi-
ments. They are 

• argument status: only if the second con-
stituent ends in –er 

• semantic categories: 'N2 is a geographi-
cal term', 'N1 is a proper noun' 

• semantic relations: 'N2 IS LOCATED 
AT N1', 'N2 DURING N1', 'N1 IS N2' 

In a second experiment, we selected those fea-
tures that TiMBL, if given all features, finds 
most informative for the classification task in its 
training phase. Unlike in AM, in TiMBL the 
classification of test items is preceded by a train-
ing phase, in which the model organises the fea-
tures that it is trained on in terms of how infor-
mative they are for the classification task. Two 
different informativity measures are computed: 
Gain Ratio and Information Gain (for a detailed 
description cf. the TiMBL manual, Daelemans et 
al. 2004). Since Information Gain feature weight-
ing tended to produce better classification accu-
racies, we used this measure as a reference. 
TiMBL was then trained only on the ten most 
informative features. They are given in table 4, 
together with the relevant Information Gain val-
ues. 

 
Feature Example InfoGain 

value 
N1 IS LIKE N2 crime wave 0.1021
N2 MAKES N1 computer  

company 
0.0368

the compound is a 
proper noun 

Harvard  
University 

0.0317

N2 is a  
thoroughfare 

state road 0.0206

N1 LOCATED 
at/in N2 

minority area 0.0191

N1 is a time day care 0.0164
N1 is a proper 
noun 

Mapplethorpe 
controversy 

0.0123

N1 HAS N2 state  
inspector 

0.0077

N2 DURING N1 lifetime 0.0051
N2 LOCATED 
at/in N1 

neighborhood 
school 

0.0048

Table 4. The10 highest IG values in BURSC. 
 
AM was given the same two sets of abstract fea-
tures. Again, the parameters were set in such a 
way that all contexts were used, even if the con-
text in the test item occurs in the dataset. Thus, a 
direct comparison between accuracies of classifi-
cation in TiMBL and AM is not possible. The 
results are given in table 5. 

As in series 1, the two models are very similar 
in their performance: Both sets of features lead to 
very similar predictive accuracies. In both sets 
left stress is much better predicted than right 
stress. The two models differ, however, in terms 
of how their predictions differ from those in se-
ries 1. TiMBL does not show any significant im-
provement compared to the results in series 1. 
AM, by contrast, is considerably better in series 
2 than it was in two of the experiments in series 1 
(those based on argument structure and on the 
semantic categories). The difference in predictive 
accuracy between the worse of the two tests from 
series 2 and the semantic categories test from 
series 1 is just below the level of statistical sig-
nificance (Yate's χ2 = 3.631, p = 0.0567); for the 
argument structure test from series 1, the same 
difference is significant (Yate's χ2 = 4.044, 
p = 0.0443). However, even in AM predictive 
accuracies in series 2 are still not better than it 
was in series 1 when given only the semantic 
relations as features in series 1.  
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3.5 Series 3 – the non-abstract features as 
predictors 

We now give AM and TiMBL only the left and 
the right constituents of the compounds as 
information source. Recall that the subset of 
BURSC that we are using here is set up in such a 
way that every test item will have a constituent 
family for both its left and its right constituent in 
the test set.  
In TiMBL we carried out three experiments, test-
ing the two constituents in isolation and in com-
bination. In the former case, k was set to 1, in the 
latter case, it was set to 2, to ensure that the algo-
rithm never used the whole training set as nearest 
neighbour set. Given that there is no leave-one-
out procedure in AM, we had AM test only the 
combination of the two constituents. Since this 
combination is unique in the dataset, we ex-
cluded identical contexts from consideration. 
Thus, no item was classified on the basis of an 
identical context. Classification accuracies may 
now be directly compared between TiMBL and 
AM. Table 6 summarises the results. 

 

For TiMBL, overall accuracy of prediction is 
optimal if a combination of left and right con-
stituents are used as information source. In this 
combination, TiMBL performs better than in any 
of the tests in which it was trained on abstract 
features. Statistically, that difference in perform-
ance is significant for all combinations of ab-
stract features tested in series 1 and 2 except for 
the test employing the semantic relations as pre-
dictors (for the comparison of the constituents 
experiment and the best combination of abstract 
features in series 2: Yate's χ2 = 4.988, 
p = 0.0255). Recall that for AM, a direct com-
parison between series 1, 2, and 3 is not possible 
because in series 1 and 2 the analogical set for 
each test item included the item itself. Neverthe-
less, none of these tests is significantly better 
than the test that used the two constituents as 
information source, in spite of the fact that the 
tests with the abstract features had the 'advan-
tage' that the test item was included in the dataset 
(Yate's χ2 = 0.149, p = 0.6996, comparison of the 
constituents experiment and the best experiment 
involving abstract features). 

We also note that, if given left and right con-

 accuracy 
information source overall for left stress for right-stress 
TiMBL (k = 5) 
the features found relevant in Plag 
et al. 2006a 

 
52.21%

 
63.69%

 
40.93%

the 10 features with the highest 
InfoGain values 

 
54.16%

 
61.73%

 
46.70%

AM (every data item is also a member of the test set) 
the features found relevant in Plag 
et al. 2006a 

 
60.25%

 
68.44%

 
52.20%

the 10 features with the highest 
InfoGain values 

 
57.76%

 
67.60%

 
48.35%

Table 5. Classification accuracies for BURSC, series 2.

Information source Accuracy 
 overall for left stress for right-stress 
TiMBL (k = 1 / 2) 
left constituent 59.14% 53.35% 64.84% 
right constituent 54.71% 46.37% 62.91% 
left and right constituent 60.11% 56.7% 63.46% 
AM (data items which are identical to a test item are excluded during classification) 
left and right constituent 64.27% 61.73% 66.76% 

Table 6. Classification accuracies for BURSC, series 3. 



 10

stituents as predictors, both TiMBL and AM are 
more successful in predicting right stresses than 
they are at predicting left stresses. This was dif-
ferent in most of the experiments in series 1 and 
2, where for the two models' predictions of right 
stress were generally much worse than predic-
tions of left stress. An exception is again the set 
of experiments based on semantic relations in 
series 1, where predictive accuracies for right 
and left stresses were quite balanced. For 
TiMBL, the difference between accuracies for 
right stress predictions in the semantic relations 
experiment and in the constituents experiment 
(left and right constituent) is just below the level 
of significance (Yate's χ2 = 3.574, p = 0.0586).  

A comparison of TiMBL and AM in terms of 
general predictive accuracy in the constituents 
test in series 3 shows that the AM experiment 
yields slightly higher accuracies both in terms of 
overall accuracy as well as in terms of accuracies 
for right and left stress. However, the difference 
is not significant (Yate's χ2 = 2.477, p = 0.1155). 

 
 

3.6 Intermediate summary 

The experiments described in this section yielded 
a variety of important insights with respect to the 
nature of compound stress in English. First of all, 
although general predictive accuracies are not 
too impressive, our best TiMBL and AM simula-
tions reached higher predictive accuracies than 
any of the categorical models proposed in the 
previous literature. The simulations employing 
constituent family (series 3) are signifcantly bet-
ter than the best of the rule-based approaches 
introduced in section 3.1 (TiMBL: Yate's χ2 = 
6.542, p = 0.0105; AM: Yate's χ2 = 20.269, 
p = 0.0000). Nevertheless, we should note that 
predictive accuracies are far from satisfactory. In 
this context it is interesting to note that Kunter 
(2007) has shown for the BURSC data that com-
pound stress involves additional sources of vari-
ability, such as token variability within individ-
ual types, as well as type variability between dif-
ferent speakers. Whereas this type of variability 
is a challenge to all kinds of traditional, rule-
based models, it is expected under an exemplar-
based approach, even if it was not tested in the 
experimental series presented in this section. 

The second thing that we can learn from the 
results in the previous sections is that compound 
stress may be computed in an exemplar-based 
model without assuming that abstract features are 

involved in the computation. A model that takes 
into account only left and right constituents is 
empirically just as adequate as a model that takes 
into account semantic relations, and significantly 
better than any other set or combination of ab-
stract features. With respect to an evaluation of 
the significance of semantic relations, more re-
search is called for. What is interesting, however, 
is that even this representational abstraction is 
not necessary, given that the 'non-abstract' con-
stituents can do the same job equally well.  

Finally, we have learned that the compound 
stress data provide inconclusive evidence as to 
which of the two algorithms, TiMBL or AM, is 
empirically more adequate. AM consistently per-
forms better than TiMBL, but this difference 
never reaches statistical significance. Interest-
ingly, the difference is most pronounced if the 
models are trained on the most relevant, non-
abstract features in series 3, whereas they per-
form more alike in the tests involving the 'less 
important' sets of abstract features in series 1. 
This is true in spite of the fact that in series 1 
AM has the advantage that every test item is also 
a member of the data set. 

In the next session we report on a parallel set 
of experiments that were conducted using the 
CELEX lexical database. We will see that, al-
though the database is very different, the results 
point into the same direction that we have seen in 
the BURSC data. 
 

4 Modelling Compound Stress in 
CELEX 

4.1 The data, or: yet another demise of a 
rule-based approach 

As in the BURSC experiments, we used only 
those compounds from the corpus that have a 
constituent family. The coding method was the 
same as for the BURSC data, except for the 
stress classification, which is simply a given in 
CELEX. As for the BURSC data, also for the 
CELEX compound data there exists an in-depth 
empirical study (Plag et al., 2006b), to which the 
interested reader is referred for the statistical de-
tails concerning the distributional characteristics 
of determinants of compound stress in the full 
corpus. The overall distribution of stresses is 
given in table 7 (N = 2643). 
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left stress right stress 
2487 156

94.10% 5.90%

Table 7. Distribution of stresses in CELEX. 
 
A major difference between the compound data 
from BURSC and CELEX lies in the proportion 
of right stresses. Whereas left and right stresses 
are almost equally distributed in BURSC, we 
find only very few right-stressed compounds in 
CELEX (cf. Plag et al., 2006b for discussion). As 
in their BURSC study, Plag et al. (2006b) tested 
the predictive accuracy of previous approaches 
on the CELEX data. The results mirror those of 
the BURSC study: None of the syntactic or se-
mantic categories proposed in the literature is 
successful in adequately predicting the stress dis-
tribution in the corpus. Again, this is true no mat-
ter whether we implement these categories as 
predictors in a rule-based model or in a probabil-
istic, logistic regression model. Nor may predic-
tive accuracy be significantly enhanced if fea-
tures from the syntactic and the semantic ap-
proaches are combined.  

For reasons of space, we will focus here only 
on the rule-based approaches for illustration. Ta-
ble 8 summarises the predictive accuracies that 
Plag et al. find for the pertinent approaches, if 
implemented in a rule-based model.  

Note that, due to methodological considera-
tions, the figures are not based on exactly identi-
cal datasets. However, all datasets have been 
shown to pattern alike with respect to the perti-
nent features. So does the subset to be employed 
in the present study. As in section 3, we distin-
guish between overall accuracy on the one hand 
and accuracy for left and right stresses in the 
corpus on the other hand. 

For argument structure we see the same effect 
that we saw in BURSC: The model overpredicts 
right stress; overall predictive accuracy does not 
reach chance level. For semantic relations and 
categories, we see an interesting difference be-
tween the predictions for BURSC and CELEX. 
In CELEX the approach is better at predicting 
left stress than it is at predicting right stress. The 

opposite was true for the BURSC data. The over-
all predictive accuracy based on semantic rela-
tions and categories is better than for argument 
structure. 

Given the very low proportion of right stresses 
in the data, the CELEX data provide an ex-
tremely difficult information source for an ex-
emplar-based model to learn stress assignment in 
compounds. In particular, it will be very difficult 
to learn the distribution of right stress on the ba-
sis of the abstract features. That this is indeed the 
case will be shown in our TiMBL and AM ex-
periments in the next section. 

 

4.2 The TiMBL and AM experiments – pa-
rameter settings 

As in the BURSC simulations, TiMBL achieved 
best results with the Jeffrey Divergence metric as 
a distance metric and Inverse Distance voting 
among nearest neighbours. Unlike the BURSC 
simulations, setting the distance space to k = 3 
produced better results than a higher k value. 
Gain Ratio was used to weight features. Again 
we adjusted k in experiments in which fewer fea-
tures were used so that the nearest-neighbour set 
never comprised the whole dataset. 

In AM we used the same parameters as in the 
BURSC settings. As in the BURSC experiments, 
identical contexts could be excluded from the 
dataset only in experiments with the two con-
stituents as information source (series 3). 

 

4.3 Series 1 – only abstract features 

As in the BURSC simulations, we investigated 
whether each set of abstract features would serve 
as an adequate information source for TiMBL 
and AM. Again we distinguish between overall 
accuracy, accuracy for compounds that are clas-
sified as left-stressed in the corpus, and those that 
are classified as right-stressed. Due to the differ-
ences in parameter settings discussed in section 
3.2, accuracies in TiMBL and AM cannot be 
compared directly. 

 predictive accuracies 
a rule system based on... overall for left stress for right stress 
argument structure: 49.0% 46.9% 72.4% 
semantic relations and 
categories: 

78.7% 85.0% 30.0% 

Table 8. Predictive accuracies of categorical, rule-based models for the CELEX data. (fro
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Accuracy of classification is in general much 
higher than with the BURSC corpus. It is also 
much higher than that of the rule-based ap-
proaches sketched in section 4.1. (for the differ-
ence in predictive accuracy between the best rule 
and the weakest experiment in series 1: Yate's 
χ2 = 222.311, p = 0.0000). However, it is clear 
that this effect is largely due to the predominance 
of left stresses in the training data. Both TiMBL 
and AM are led to predict left stress for the 
overwhelming majority of the data, and, because 
the test set is identical to the training set, high 
levels of accuracy may be reached just by pre-
dicting left stress. By contrast, prediction of right 
stresses is very weak. What this test series shows 
very clearly, thus, is that, even if fed the same 
features, an exemplar-based model may differ 
considerably in its predictions from a rule-based 
account. 

It is, furthermore, interesting to note that, in 
spite of all problems, the tendencies that show up 
in the CELEX experiments are very similar to 
those we have seen in the BURSC experiments. 
In both the CELEX and the BURSC experi-
ments, the semantic relations simulations stand 
out, where both TiMBL and AM manage to pre-
dict at least some right stress correctly. 

 

4.4 Series 2 – fine-tuning the pool of ab-
stract features 

As in the BURSC experiments, we illustrate the 
effect that fine-tuning of the set of features given 
as an information source has on predictive accu-
racies, with two experiments. In one experiment 
we chose those features that proved to be signifi-
cant predictors in Plag et al.'s (2006b) probabilis-
tic model of the CELEX data. These are  

• argument structure, but only for com-
pounds ending in –er 

• semantic categories: the compound is a 
proper noun 

• semantic relations: N2 has N1, N1 has 
N2, N2 is made of N1, N1 is like N2, N2 
for N1, N2 is located at N1, N2 is named 
after N1 

In the second experiment we used the 10 ab-
stract features with the highest levels of informa-
tivity for TiMBL. Since in the CELEX simula-
tions Gain Ratio was the most successful feature 
weighting measure, we used the Gain Ratio val-
ues to select our features. They are given in table 
10. 

 
feature example Gain 

Ratio 
N2 IS MADE OF N1 stone wall 0.0286 
N1 is a proper noun India paper 0.0270 
the compound is a 
proper noun 

 
labour day 

 
0.0220 

N1 LOCATED at N2 telephone 
booth 

 
0.0183 

N2 FOR N1 writing paper 0.0169 
N2 MAKES N1 silk worm 0.0130 
N2 DURING N1 spring tide 0.0128 
argument-head 
structure 

 
fire fighter 

 
0.0062 

N2 is a thoroughfare service road 0.0061 
N2 NAMED AFTER 
N1 

 
guinea fowl 0.0039 

Table 10. The 10 highest GR values in CELEX. 
 
Table 11 summarises the results of our 
experiments. As in the BURSC experiments, we 
do not see a considerable improvement of 
accuracies if we combine abstract features from 

 accuracy 
information source overall  for left stress for right stress 
TiMBL (with k adjusted so that the k-NN set can never be the whole dataset): 
argument structure 94.10% only left stress predicted 
semantic categories 94.06% 99.96% 0.00%
semantic relations 93.95% 99.46% 1.28%
AM (every test item is also a member of the data set): 
argument structure 94.10% only left stress predicted 
semantic categories 94.14% 99.36% 0.64%
semantic relations 94.51% 100.00% 7.05%

Table 9. Classification accuracies for CELEX, series 1. 
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different sets, even if we choose the most 
informative of them. We now turn to series 3, 
where we use the non-abstract features, left and 
right constituent, as information source to feed 
TiMBL and AM. 
 

4.5 Series 3 – the non-abstract features 

In parallel to section 4.5, we feed TiMBL with 
the left and right constituents both in isolation 
and in combination. Due to its limitations in pa-
rameter settings, AM is given only the combina-
tion of features. Since this combination is unique 
for every compound in the dataset, we could ex-
clude identical contexts from consideration dur-
ing classification.  

In parallel to section 4.5, we feed TiMBL with 
the left and right constituents both in isolation 
and in combination. Due to its limiations in pa-
rameter settings, AM is given only the combina-
tion of features. Since this combination is unique 
for every compound in the dataset, we could ex-
clude identical contexts from consideration dur-
ing classification. The results are given in table 

12. 
Unlike the BURSC experiments, the constitu-

ents experiments for CELEX do not yield sig-
nificantly higher predictive accuracies than those 
from series 1 and 2 (cf., e.g., the difference be-
tween the best experiment from series 3 and the 
worst experiment from series 1 and 2: Yate's 
χ2 = 1.893, p = 0.1688). Nevertheless, the con-
stituents experiments differ substantially from 
the previous series: Thus, they are the only ex-
periments in which both TiMBL and AM man-
age to predict a considerable number of right 
stresses. The differences between the number of 
correct predictions of right stress between the 
constituents experiment and the experiment with 
the most predictions of right stresses on the basis 
of abstract features is highly significant for both 
TiMBL (Yate's χ2 = 17.394, p= 0.0000) and AM 
(Yate's χ2 = 9.932, p = 0.0016). The latter is true, 
in spite of the fact that the experiment involving 
'abstract' features had the advantage that the test 
item itself was included in the dataset and thus 
enhanced predictive accuracy. 

A comparable level of predictive accuracy for 

 accuracy 
information source overall  for left stress for right stress 
TiMBL (with k adjusted so that the k-NN set can never be the whole dataset): 
the features found most relevant 
in Plag et al. (2006b) 

94.17% 100.00% 1.28% 

the 10 most informative features 
(TiMBL) 

93.98% 99.88% 0.00% 

AM (every test item is also a member of the data set): 
the features found to be most 
relevant in Plag et al. (2006b) 

94.17% 99.96% 1.93% 

the 10 most informative features 
(TiMBL) 

94.29% 100.00% 3.21% 

Table 11. Classification accuracies for CELEX, series 2. 

 accuracy 
information source overall for left stress for right stress 
TiMBL (with k adjusted so that the k-NN set can never be the whole dataset): 
left constituent 94.32% 98.87% 21.79% 
right constituent 93.27% 97.91% 19.23% 
left and right constituent 94.32% 99.32% 19.23% 
AM (the test item is never a member of the data set): 
left and right constituent 94.85% 99.56% 19.87% 

Table 12. Classification accuracies for CELEX, series 3.
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right stress is only found in the rule-based ap-
proach based on semantic relations and catego-
ries that was described in section 4.1. (30.0% 
accuracy for right stress). The categorical model, 
however, reaches its high level of accuracy by 
overpredicting right stress, which results in a 
relatively poor predictive accuracy for left stress 
(85.0%) and, as a consequence, an overall 
predictive accuracy that is significantly lower 
than the simulations in series 3 (cf., e.g., Yate's 
χ2 = 237.595, p = 0.0000, comparison between 
the TiMBL simulation with two constituents and 
the rule-based model based on semantic catego-
ries and relations).  

Finally, as in all other experiments, we do not 
find a significant difference between the per-
formances of TiMBL and AM in series 3. 

 

4.6 Intermediate summary 

In terms of overall predictive accuracy, our ex-
emplar-based models significantly outperform 
the categorical, rule-based approaches that are 
proposed in the literature. In this respect, the 
CELEX experiments very much resemble the 
BURSC experiments presented in section 3. 
However, the CELEX experiments differ from 
the BURSC experiments in that in most simula-
tions, both TiMBL and AM grossly overpredict 
left stress. Strikingly, the one series of experi-
ments in which both models predict at least a 
substantial amount of right stresses is the series 
that uses only the two 'non-abstract' features, the 
constituents, as an information source. In this 
respect, the experiments in series 3 are more suc-
cessful than those employing abstract features 
(series 1 and 2), although, due to the large pro-
portion of left stresses in the data, these differ-
ences do not result in statistically significant dif-
ferences in terms of overall predictive accuracy. 

With respect to the question of whether differ-
ences between nearest neighbour selection in 
TiMBL and analogical set composition in AM in 
terms show in experiments on compound stress, 
we are presented with a similar picture as in the 
BURSC experiments: AM' s levels of overall 
accuracy are consistently above those reached by 
TiMBL, but this difference is well below statisti-
cal significance. 
 

5 Conclusion and Outlook 

The corpus-based empirical study of English 
compound stress has brought to light a wealth of 

evidence in favour of an exemplar-based model 
of compound stress. In terms of predictive accu-
racy, we have shown that, if trained solely on the 
right and left constituents of each compound, 
computational models like TiMBL or AM are 
more successful in predicting the locus of stress 
than any categorical rule that has been proposed 
in the literature, including the Compound Stress 
Rule. More specifically, the predictive accuracy 
of – the would-be ill-behaved - right-hand stress 
improves if the model is trained on the left and 
right constituents only. Thus, our findings sug-
gest that the level of abstraction needed to com-
pute stress in compounds over stored exemplars 
does not require abstract syntactic and semantic 
features. A representation of left and right con-
stituents suffices. This is in line with recent find-
ings concerning the role of consitutent families in 
compound semantics and compound morphology 
(e.g. Gagné, 2001, Krott et al., 2001, 2002). It is 
also paralleled by other recent studies, which 
argue that word stress assignment is influenced 
by stress of phonologically similar items in the 
lexicon (cf., e.g., Daelemans et al. 1994, Edding-
ton 2002 for computational models, Guion et al. 
2003 for experimental evidence on English), but 
contrary to much work in metrical phonology, 
where it is generally assumed that stress is part of 
the lexical representation of individual items 
only in cases of 'exceptional' stress assignment. 

Comparing the performance of TiMBL and 
AM, we see that there are no significant differ-
ences in predictive accuracies. However, we also 
note that AM is consistently a little better than 
TiMBL in almost all experiments. Interestingly, 
at least for the BURSC simulations that differ-
ence is most pronounced in those experiments in 
which the model is given features as information 
source that it finds useful. Conversely, the differ-
ence almost disappears if the model is given less 
useful features (e.g. argument structure, semantic 
categories), although in these experiments even 
an exact copy of the test item is included in the 
dataset. If these observations can be substantiated 
in more detailed testing, the observed differences 
between AM and TiMBL may provide additional 
support for our claim that the the non-abstract 
constituents are better predictors of compound 
stress than the pertinent abstract features. Studies 
comparing TiMBL and AM (e.g. Eddington, 
2002, Krott et al., 2002) have mentioned that 
TiMBL is less influenced by noise or irrelevant 
features in the data than AM. If abstract features 
are irrelevant, then we expect AM to have prob-



 15

lems if fed with these features, and this is indeed 
what we find. 

Finally, we need to emphasise that research in 
exemplar-based modelling of compound stress 
cannot stop here. In this paper we have presented 
only the first, necessary step. Although TiMBL 
and AM outperform the categorical and statisti-
cal models discussed in Plag et al. (2006a, 
2006b), they still produce a considerable amount 
of classification errors. At this point it is impor-
tant to note that our TiMBL and AM simulations 
have neglected two aspects which many exem-
plar-based approaches to linguistic generalisation 
consider a vital ingredient of exemplar-based 
modelling, but whose incorporation is far beyond 
the scope of this paper. 

• the continuous classification of test items 

• the influence of frequency factors 

In our experiments we have set TiMBL and AM 
to the task of categorically classifying each test 
item as either left-stressed or right-stressed. This, 
however, is an idealisation of the real facts. Us-
ing case studies from the BURSC corpus, Kunter 
(2007) shows that, contrary to prevalent tacit as-
sumptions in most of the pertinent literature, 
there is inter- as well as intra-speaker variability 
of stress assignment in compounds. Crucially, 
compounds differ in terms of the extent to which 
they exhibit such variability. These facts support 
an exemplar-based approach to compound stress 
where different individual realisations of a single 
compound are assumed to be stored in memory. 
The question that arises, then, is if we can en-
hance predictive accuracy by having our test 
items classified continuously. Whereas both 
TiMBL and AM provide parameters which allow 
us to get continuous classification as outputs, 
however, neither the BURSC nor the CELEX 
data are suitable to asses token variability in 
compound stress beyond the case studies ana-
lysed in Kunter (2007). 

Secondly, we have exclusively relied on types 
in our experiments. However, in line with much 
of the literature in exemplar-based modelling, we 
may expect different types of frequency to play a 
role in determining the strength of individual 
exemplars. Among the candidates to be tested are 
the token frequencies of each compound as well 
as the family size of the constituents of our com-
pounds. Starting from where this paper ends, it is 
a task for future research to test whether the inte-
gration of both variability and frequency factors 

into our exemplar-based model of compound 
stress considerably improves classification. 
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